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SIMULATED LARGE APERTURE LENS

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority pursuantto 35 U.S.C. §119
(e) to U.S. provisional application Ser. No. 61/467,829 filed
Mar. 25, 2011, which is hereby incorporated by reference, in
its entirety.

FIELD

The present application relates to optics, and more particu-
larly to camera components and methods for simulating a
large-aperture lens.

BACKGROUND

A well-defined focal plane resulting in blurring of back-
ground and/or foreground objects in photographs is one of the
benefits of high quality, large aperture lenses. However, large
apertures come with significant downsides. Such lenses are
more expensive and difficult to manufacture; are heavier and
larger than comparable smaller aperture lenses, and can dra-
matically magnify the impact of even minor errors in focus.
For example, using an expensive 85 mm F/1.2 lens, open to its
full aperture, a photographer may find the depth of field so
narrow that if the focus is on the tip of the subject’s nose, the
eyes may be out of focus. Similarly, wildlife and sports pho-
tography are areas where a narrow depth of field delivers
striking images of the player or animal isolated from its
surroundings, but even a small amount of motion by the
subject after focus has been set can result in the desired area
moving out of the area of sharp focus.

Modern digital cameras are capable of delivering low-
noise images at relatively high ISO, or light sensitivity, set-
tings. Compared to film, or earlier digital sensors, modern
sensors are many times more light-sensitive—and light sen-
sitivity in sensors is increasing significantly each year. Com-
bined with modern post-processing software and techniques,
one of the biggest benefits of large aperture lenses (note that
“large aperture” literally refers to the size of the aperture;
apertures are actually numbered in reverse, so that the largest
apertures have the lowest numbers, for example 1.2 is much
larger than 8.0) is the ability to deliver a lot of light to the
imaging surface, allowing adequate light to be delivered even
in low light conditions. With each advance in sensor light
sensitivity and noise reduction, the utility and value of this
quality of large aperture lenses is reduced. Indeed, an F/4.0
lens mounted on a modern digital DSLR can now deliver
quality photographs in light conditions that may have
required an F/2.8 lens just a few years ago.

Aslens aperture is reduced (i.e. as the F/number increases),
the depth of field increases. A “pinhole” aperture delivers a
functionally infinite depth of field. While the photons can
literally interfere with each when the aperture becomes too
small, cameras/lens combinations typically deliver high qual-
ity photographs with enormous depth of field at small lens
apertures, such as /11 or f/22. Such photographs, however,
can appear unnatural and flat, as objects both near and far are
rendered with comparably sharp focus. It would be desirable,
therefore, to overcome these and other limitations of the prior
art with a new camera system and method.

SUMMARY

Methods, apparatus and systems for simulating a large
aperture lens are described in detail in the detailed descrip-
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tion, and certain aspects are summarized below. This sum-
mary and the following detailed description should be inter-
preted as complementary parts of an integrated disclosure,
which parts may include redundant subject matter and/or
supplemental subject matter. An omission in either section
does not indicate priority or relative importance of any ele-
ment described in the integrated application. Differences
between the sections may include supplemental disclosures
of alternative embodiments, additional details, or alternative
descriptions of identical embodiments using different termi-
nology, as should be apparent from the respective disclosures.

A camera configured to include an image processor and a
photogrammetry device for sensing depth of field may per-
form a method for simulating a large aperture lens. The cam-
era may comprise a dedicated device, or a camera function in
a more general-purpose electronic device, for example a
smart phone or notepad computer. The method may include
capturing a photographic image data of a scene using the
camera having a lens set to a first aperture size. The method
may further include simultaneously or near-simultaneously
with capturing the image, capturing photogrammetric range
data pertaining to depth of objects in a field of view of the
camera. The method may further include processing the pho-
tographic image data using the photogrammetric range data
to obtain second photographic data simulating an image cap-
tured using a lens set to a second aperture size, wherein the
second aperture size is wider than the first aperture size. The
method may further include storing the photographic image
data associated with the measurement data in an electronic
memory.

In an aspect, capturing the photogrammetric range data
may further include illuminating the scene using a narrow-
band light adjacent to the lens, and measuring intensity of
narrowband light reflected from objects in the scene. For
example, the method may further include illuminating the
scene with multiple narrow-band lights spaced at different
frequency bands, and measuring intensity of reflected light
for each frequency band.

In another aspect, capturing the photogrammetric range
data further comprises using at least one additional image-
capturing component coupled to the camera to capture stereo
photogrammetric data. In the alternative, or in addition, cap-
turing the photogrammetric range data further comprises
measuring time between emission of a signal from the camera
and detection of a signal reflection at the camera. Various
other ways may also be used for capturing the photogram-
metric range data. For example, capturing the photogrammet-
ric data may include capturing additional photographs using
an aperture wider than the first aperture and different focal
points. For further example, capturing the photogrammetric
range data may include illuminating the scene using a light
source that spreads a known spectrum in a defined pattern.
Capturing the photogrammetric range data may further
include using a dual shutter trigger to capture separate pho-
tographs, or using the lens in combination with a sensor array
configured to detect photogrammetric measurement light at
two or more defined points in a light path from photographed
object to an image sensor of the camera.

In related aspects, a digital camera with optical elements
and processing elements may be provided for performing any
of the methods and aspects of the methods summarized
above. An camera may include, for example, a camera body
supporting a lens and a range finding sensor coupled to a
processor and a memory, wherein the memory holds instruc-
tions for execution by the processor to cause the camera
apparatus to perform operations as described above. An
article of manufacture may be provided, including a non-
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transitory computer-readable medium holding encoded
instructions, which when executed by a processor, may cause
a camera apparatus to perform the methods and aspects of the
methods as summarized above.

Further embodiments, aspects and details of methods,
apparatus and systems for simulating a large aperture lens are
presented in the detailed description that follows.

BRIEF DESCRIPTION OF THE DRAWINGS

The present technology, in accordance with one or more
various embodiments, is described in detail with reference to
the following figures. The drawings are provided for purposes
of illustration only and merely depict typical or example
embodiments of the technology. These drawings are provided
to facilitate the reader’s understanding of the technology and
shall not be considered limiting of the breadth, scope, or
applicability of the technology.

FIG. 1is a block diagram showing an example of a system
for simulating a large aperture lens.

FIG. 2 is a flow chart illustrating a method for simulating a
large aperture lens.

FIGS. 3-9 are flow charts illustrating various additional
aspects of capturing photogrammetric range data for simulat-
ing a large aperture lens.

FIG. 10 is a block diagram illustrating an example of an
apparatus for simulating a large aperture lens.

DETAILED DESCRIPTION

The present technology takes advantage of the higher light
sensitivity of modern sensors, reducing lens aperture size
without simultaneously giving up the ability to deliver the
narrow depth of field that makes large aperture photographs
desirable. Additional benefits may include providing the abil-
ity to elect the depth of field and the type and intensity of
blurring for objects that are in the area that would be out of
focus with a wider aperture. The present technology enables
a camera operator to make such an election after the photo-
graphhas been taken. In addition, the present technology may
enable simulated aperture changes, for use with lenses
designed with a fixed aperture. Fixed aperture lenses may
provide reduced cost and reduced risk of breaking.

Various methods may be used to encode distance from the
camera to the various objects in the field of view. Once the
distance information is determined, it may be stored with the
recorded image, such as within the photo file or in an associ-
ated auxiliary file. In certain implementations, the distance
information may be embedded within the photograph light
and/or color data itself. The distance information may addi-
tionally or alternatively be used to alter the depth of field
during the in-camera post-processing. Multiple variants may
be produced (in-camera or during later processing) using
varieties of combinations of simulated apertures and focus
points. To maximize the benefits of this technology while
obtaining a desired shutter speed, algorithms may be included
that shut down the physical aperture to the smallest size
possible while delivering the target shutter speed.

In an embodiment, as the light requirements of the sensor
decrease, it is possible to utilize a lens with the focal charac-
teristics of a pinhole camera, allowing an infinite depth of
field. Another embodiment may use an autofocus point gen-
erally within the range of where the camera would normally
determine autofocus to best focus on. Another variant identi-
fies a plurality of likely desirable focal points and selects an
aperture that renders all of those focal points with clarity. Use
ofapinhole type lens eliminates the need to account for extant
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lack of focus in adding the blur required to simulate a wider
aperture or different focus point; without such a pinhole lens,
the software may need to account for extant blur in adding
new blur. In another implementation, the camera “brackets”
the focus on more than one exposure in a manner that delivers
an in-focus image throughout the entire scene, spread of
multiple images. Such images are then utilized in concert in
creating the simulated focus point and aperture.

The type of aperture (number of blades, for example) dra-
matically impacts the quality of the “bokeh”, or out-of-focus
blur effect. The simulated aperture is advantageously selected
to complement the existing bokeh in a non-pinhole, non-
infinite focuses photograph, so that multiple bokeh types do
not co-exist. In an embodiment, the user is allowed to select
the simulated aperture type, and/or the camera or post-pro-
cessing software selects the simulated aperture type based
upon a rule set. In another implementation, the camera or
post-processing software selects a simulated aperture type
and/or size and/or other characteristics to match a real world
lens other than the lens actually used—for example, making
an inexpensive F/8.0 fixed aperture lens render photographs
that emulate those taken with a Canon F/2.8 70-200L II lens.
In an embodiment, the camera and/or post-processing soft-
ware contain a database of which lenses are capable of ren-
dering images that can emulate which other lenses (e.g., “lens
‘A’ can emulate the following 24 lenses” (list)).

To facilitate measuring range data, a specific range of light,
for example ultraviolet, infrared, or a very narrow band of the
visible spectrum (for example 415-416 nm) may be used. It
may be advantageous even with non-visible portions of the
spectrum to use as narrow a band as possible, to prevent noise
or interference. It may also be advantageous to have the
camera or other sensor select one of a plurality of light fre-
quencies based upon the relative absence of ambient light in
the chosen frequency. It may also be advantageous to utilize a
plurality of light frequencies so that the cleanest overall fre-
quency, or the cleanest frequency for each of a plurality of
areas in the image, can be used. The one or more light fre-
quencies may be generated by a camera mounted device, such
as a flash, but may also be generated off-camera, for example
by an auxiliary flash unit. Because light intensity drops off
with increasing distance from the light source, the intensity of
the light reflected back at the camera is a primary indicator of
distance from the camera. However, because light reflected
off of certain surfaces is reflected more efficiently than from
other surfaces, it may be advantageous to use additional indi-
cia of distance. Using a plurality of separate light frequencies,
or even utilizing radiation frequencies that are well outside of
the visible spectrum, can be used to determine drop-off due to
reflection differences. For example, an averaging mechanism
may be utilized. In addition, the specific qualities of various
portions of the radiation spectrum, such as the differences in
the speed with which the radiation fall-off takes space at the
long versus short end of the spectrum, can be used to deter-
mine which measured variations are due to distance, and
which to differences in reflection.

In an embodiment, contrast data for the visible light within
the normal imaging range of the camera is combined with
contrast data for the light used to measure distance in order to
determine the edges of objects. Objects within a framed area
(such as a black and white striped shirt, which may be recog-
nized as part of a single object despite the drop-oft of light
reflected from the black areas) can be treated as being at a
similar distance. In addition, the light data from the sensor can
be used to adjust the distance data gleaned from the measure-
ment of the reflected radiation (for example, areas that are
darker in the photograph may naturally reflect less light than
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lighter areas, and the distance data for those areas may need to
be increased to account for the absorption the color difference
would normally generate).

Where the radiation frequency used for the measuring
guide light is within the spectrum visible to the camera, the
post-processing mechanism advantageously removes any
light in that frequency. Alternatively, a filter placed over the
lens, within the lens, or over the sensor may be used to prevent
that frequency from being visible, although a secondary sen-
sor, or a series of photographs, at least one without the sensor,
may be required in such a case. In any case where a portion of
the visible spectrum is removed, an embodiment the camera
apparatus may repopulate the missing portion of the spectrum
by averaging the neighboring, unfiltered portions of the spec-
trum.

In an embodiment the camera apparatus may take photo-
graphs in sequence, where the light used to measure distance
is released only for one of the plurality of photographs.
Optionally, the “measuring photo” in the sequence may uti-
lize a special filter over the sensor or within or over the lens.

In a simple example, a photographer might mount a fixed
/11 lens and take a photograph of a person in a field of
flowers. The camera maymay trigger a flash (in some imple-
mentations, using a laser to obtain the precise frequency
desired). The same or a different flash may project light used
for other purposes, such as lighting up portions of the image
for better imaging. The depth detection flash (whether inte-
grated in a regular flash, embodied within one or more LEDs,
generated with a diffused laser, or otherwise) may trigger
during the exposure, releasing radiation at 380 nm and 720
nm. The selected light range must account for, and fall outside
of, any filters between the scene and the sensors, and must
also not fall outside of the sensor’s range. The sensor may
then record the light falling on various portions of the sensor.
In an embodiment, care is taken to avoid chromic aberration
orother prism-type optical imperfections that may cause light
in the distance sensor range from landing on a different por-
tion of the sensor than visible light reflected from the same
object. To minimize the impact of such chromic aberration,
and to permit more accurate correction of such errors in
post-processing (even without utilizing the other features of
these embodiments), the measurement signal may include
extremely narrow band signals on a plurality of wavelengths
within the sensor range, advantageously at least one each
toward the large and small ends of the visible range, to allow
use of the differential focus of the various known light com-
ponents in the specific wavelength pulse to be interpolated for
the various wavelengths and used to correct the optical errors.

The relative strength of the 380 nm and 720 nm light (from
the example) over the various portions of the photograph are
used to determine distance from the camera for the objects
within the field. Objects that do not reflect one of the frequen-
cies properly (i.e. an object that absorbs 380 nm radiation
efficiently) are advantageously measured using the other fre-
quency. Objects that absorb the plurality of frequencies (or
objects that absorb the single frequency in the event of a
system implemented using only one frequency) are examined
digitally and, where contrast, light, and color indicate they are
too distant to have reflected the light, they are marked as out
of'range and/or distant. Where the indications are that they are
due to another factor, such as absorption, their distance is
imputed based upon the distance of comparable objects,
nearby objects, and contrast.

The technology is advantageously implemented utilizing a
single light sensor, but may be implemented using a second-
ary sensor. In such a case, the secondary sensor is advanta-
geously customized for the application, such as be being
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sensitive to the frequencies likely to be used and by having a
low pass or other filter either absent, or configured to let in at
least the frequencies likely to be used.

The use of light to measure distance is advantageously used
in combination with the other mechanisms described herein,
but need not be.

A second mechanism to obtain the necessary distance/
depth information is to utilize at least one additional sensor to
generate a three-dimensional image. The distance between
the camera and the objects may be computed by using stan-
dardized mechanisms for measuring distance when binocular
(or more than binocular) images are available.

An additional mechanism to obtain the necessary distance/
depth information is to utilize the transmission of particles or
waves in conjunction with measurement of their return reflec-
tion. In an embodiment, the sound of the shutter is used as the
source of a sound, the reflection of which may be measured
using a plurality of microphones to generate a 3D map of the
field of view of the camera. A secondary sound source may
also be used.

With sound, and even with light, it is also possible to
measure the time taken from exposure to return and determine
distance in this manner. The speed measurements may be
used in addition to, or in place of; the intensity measurements
described herein.

An additional mechanism to obtain the necessary distance/
depth information is to take at least one, but advantageously a
plurality, of photographs with a wider aperture and with dif-
ferent focal points. For example, the camera automatically,
upon actuation, might set its aperture to F/4 and focus to
infinity and take a photograph, to 10 feet and take a photo-
graph, to as close as possible and take a photograph, and then
set its aperture to F/22 and focus to 20 feet (at that aperture,
creating a nearly infinite focus) and then take the photograph
intended for use. In post-processing, other than objects mov-
ing in the frame between photographs (and the photographs
can be taken in very rapid succession, since even fast, phase-
based autofocus is unnecessary), the relative blur of the
objects in the infinite, mid-range, and macro focus photo-
graphs can be used to determine their distance from the cam-
era. The F/22 photograph may then be post-processed to
emulate any focal point and aperture because full distance
information is available.

In an embodiment, at least one secondary imaging device
(such as alens and sensor) is present on the camera and is used
to generate at least one image utilized to reconstruct focus. In
an embodiment, a secondary, small lens with a fixed wide
aperture relative to sensor size is used, advantageously in
conjunction with a light-splitting method (such as a semi-
translucent mirror), to take one, or advantageously a plurality
of, photographs simultaneously or nearly simultaneously
with the primary imaging mechanism, where the placement
of the secondary lens and/or sensor and/or configuration of
the lens and/or sensor creates a known focal distance or
depths. These may be implemented as a plurality of second
imaging units, rather than a single light-splitting unit or
sequentially focusing/firing unit. For example, a DSLR might
have three additional F/4.0 lenses and sensors mounted on the
body, each aimed at a 2 megapixel sensor, one set to infinity,
one set to 2 feet, and one set to 15 feet for focus. Although the
primary sensor may be 21 megapixels, the distance data sen-
sors may generate a set of images that may be compared to the
primary image and used to determine the corresponding
objects, and therefore the corresponding distances, of those
objects.
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The distance information can also be used to dynamically
increase the amount of gain, brightness, or raw-processing
“exposure” for areas based on distance from a flash or other
light source.

A brief description of some of the technology herein is the
use of a flash, emitting in a known portion of the visible or
non-visible spectrum, and measure the time for the light to
return and/or the intensity of the return. Record the time or
intensity for each pixel or for groups of pixels or areas, and
then use that to generate distances. The post-processing soft-
ware can then blur or sharpen or color or isolate based on
distance.

An additional element is to utilize a light source that trans-
mits on more than a single wavelength (though none are
necessarily visible) but which releases the light in a known
spread pattern. For example, a light source with a prism might
emit light from 350 nm to 399 nm, but the prism, and in some
implementations a focusing device, may deliver the lightin a
fixed pattern so that the light is spread in a predictable way
across the field. Using a simple example of a light ranging
from 381 to 390 nm, the top 10% of'the flash might be 390 nm,
the bottom 10% of the flash 381 nm, and the remainder
spread, increasing between 382 to 389, over the other 80% of
the field (although the top-to-bottom pattern may be left to
right, for example, as well). Objects in the foreground may
have a far larger range of light painting than objects in the
background. In an embodiment, light painting may utilize a
plurality of light sources, each broadcasting on a different set
of frequencies and placed in different locations, in order to
create what is effectively a 3D light painting over the objects
in the field of view. A simple measurement based on the areas
shaded from one light source but not the other may provide
significant depth information even without using more than
one light frequency per source. Use of varying frequencies
from each of one or more sources may allow determination, in
post-processing, as to where the object was relative to the
camera and light source. For example, a camera pointed
straight across a room, where a light source at the top of the
room illuminates down, at a 45 degree angle, across a spec-
trum (say 399 nm at the ceiling, 390 on the floor), may capture
information permitting a determination of whether an object
was small, and close to the camera, or large and distant from
the camera, depending on how much of a light frequency
spread is present on the object.

In certain digital light sensors, a light-splitting mechanism,
such as a prism, is used to direct certain light frequencies
toward certain areas of the sensor, typically functioning in
such a manner that one pixel receives red, another green, and
another blue. The true color of each pixel is reconstructed
from this data, for example by interpolating the color (for
example, the amount of red and blue present in the pixel that
has received only green light on the filter) based on neighbor-
ing pixels. One implementation may include filtering (or
splitting via a light-splitting mechanism) all light hitting cer-
tain pixels except for the one or more frequencies used to
recreate distance data. The same mechanisms utilized to
reconstruct missing color data in the RGB light-split sensor
design can be utilized to reconstruct the true color data for the
measurement pixel locations.

Another mechanism is to utilize a dual shutter trigger,
wherein the shutter triggers once for the actual photograph
and then immediately before or after for a photograph mea-
suring distance. Optionally, a low pass or other filter may be
deployed for one or both exposures. In an embodiment, in
cameras with a physical shutter (such as a mirror DSLR-style
shutter), the initial photograph is taken first, and the shutter is
digitally closed (or at least the data retrieved from the sensor),
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then the measurement light is triggered and a second exposure
with the measurement light is utilized. Because the measure-
ment light exposure utilizes a fixed, known source and quality
of light (i.e. a flash sending light at a set frequency or fre-
quencies), the second exposure need not match the speed (or
aperture) of the first exposure. Advantages in correlating the
two images may exist if the sensor is read, but not discharged,
between exposures so that the first data set is the sensor’s
normal exposure, and the second is the normal exposure plus
the measurement light exposure. Advantageously the second
exposure is very short. In an embodiment, the strongest mea-
surement light source available that does not cause potential
harm to vision or other harm is utilized in order to keep the
additional exposure time in the hundredths or thousandths of
asecond. Inan embodiment, when a flash is used to illuminate
the visible light for the primary exposure, the measurement
light is sent and measured first if the flash is set for “first
curtain”, and the measurement light is sent and measured
second if the flash is set for “second curtain”. A “first curtain”
flash illuminates the scene at the beginning of an exposure
period that lasts longer than the flash itself. A “second cur-
tain” flash illuminates the scene at the end of an exposure that
lasts longer than the flash itself. By measuring distance as
closely in time to the firing of the flash, the distance data for
moving objects will match those most visible in the photo-
graph. Where the measurement signal is read before the pri-
mary exposure, it may be advantageous to discharge the data
from the sensor prior to beginning the primary photograph.

In another embodiment, movement within a single frame
may be measured by triggering a measurement signal before
or at the beginning of an exposure and by triggering a second
measurement signal (either with the sensor discharged
between exposures, or by utilizing different wavelengths for
each of the plurality of measurement signals). More than two
measurement signals may be used, particularly for longer
exposures. By comparing the distance data present at the start
and end of the photograph, the movement of objects may be
measured. In a variant, a plurality of photographs is taken
(with or without measurement signals) and using standard
mechanisms are used for identifying elements within photo-
graphs (in combination with distance measurement data in an
embodiment). The measurement of the movement of objects
is then utilized to reverse some of the motion blur, to improve
or enhance the motion blur, or to select the blurred areas for
other processing, either in an automated fashion or by expos-
ing the selection to a user who may then further manipulate
the area (or the non-motion areas) by utilizing Photoshop™
filters or similar techniques.

Using the multiple exposure technique just described to
identify motion blurred areas, it is possible to correct motion
blur caused by ahandheld or other error causing the camera to
move relative to the light source in a manner that causes a blur
(such as by attempting to hand-hold a shot with too long an
exposure time). The additional shots used for motion detec-
tion need not be properly exposed, may utilize non-visible
portions of the light spectrum, and may utilize an artificial
light source not present in the primary photograph. For
example, a flash may trigger at 380 nm with substantial
power; a very rapid shutter photograph may be taken, fol-
lowed by a 10 of a second visible light exposure, followed by
a very rapid shutter photograph using another trigger of the
flash at 380 nm. Because the flash may not be visible to
humans, even a very bright flash may not be disruptive, and
may allow the position of objects immediately before and
after the primary exposure to be measured. In this manner,
moving objects and even overall blur caused by poor tech-
nique or too slow a shutter speed for a hand-held shot may be
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digitally reversed, identified, enhanced, or otherwise manipu-
lated. In a variant, a long exposure with a brief visible light
flash may be used in conjunction with a single flash (visible or
otherwise) instead of triggering two measurement flashes (i.e.
a first curtain flash replaces the first measurement flash, or a
second curtain flash replaces the second measurement flash).
The measurement flash may advantageously be in a non-
visible spectrum area, but in the alternative, or in addition
may also be visible. An underexposed photograph with ambi-
ent light, a weak flash from the primary flash used for the main
exposure, or from another light source, may be used in place
of one or more of the measurement exposures.

The amount of movement between exposures, advanta-
geously in combination with recording the data regarding the
length of the exposures and the time between exposures, may
be used to determine speed of the object(s) being photo-
graphed.

Using a simple example of a tennis ball flying past a spec-
tator, the pre-exposure and post-exposure measurement pho-
tographs may identify that the tennis ball is moving at 100 feet
per second. Ifthe primary exposure was Y3oth of a second but
the photographer wants to enhance motion blur, the photog-
rapher may tell the system to predict the position the ball may
have occupied at ¥isth of a second exposure, and the software
may then lengthen the blur to reflect that new position. Alter-
natively, the photographer may wish to reduce the motion
blur. The calculated position of the tennis ball ata Y2soth of a
second exposure may be used to shorten the motion. Tech-
nology such as Adobe Photoshop’s™ “context-aware fill”
may be used to fill the area obscured by the now-eliminated
blurred portion.

It should be noted that the use of distance data in conjunc-
tion with software that requires or benefits from selection of
specified photographic elements allows for far more accurate
selection. For example, it is widely acknowledged that select-
ing curly hair in a photograph is very difficult, as the hair
overlies many different background elements. Using the dis-
tance data to select only elements within a few inches of the
head should result in a selection of the hair, head and body
only. The selection can then be modified in traditional ways.
Similarly, a white bird sitting on a light post in front of white
clouds may be nearly impossible to select or isolate in an
automated manner, but use of distance information allows
automated selection of the bird. Distance information may be
used alone, in conjunction with traditional tools, in conjunc-
tion with manual selection, or in any combination thereof.

An additional implementation is to identify the drop off in
flash illumination and use that drop off to identify distance
information. Particularly where the white point of the flash
differs from the white point of the ambient light, the light
quality differential, advantageously measured against similar
objects, can be used to determine distance.

Another method for generating distance data, whether for
encoding such data for use in generating 3D images, for
directing generating 3D images, or for manipulating focus
point, assisting, enhancing, or accomplishing the selection of
specified image elements, or otherwise, is to utilize a single
lens in combination with a sensor capable of detecting light at
two or more points in the light’s path from object to filter. This
may take the form of a stacked set of filters with the first filter
or filters being partially transparent. This may also take the
form of a semi-transparent mirror or a light splitting mecha-
nism, or a combination, which functions to direct the image to
at least two sensors that measure the photons (or other radia-
tion) after the photons have travelled a different distance to
each of'the filters. Alternatively, or in combination with other
implementations, one or more filters may be at least partially
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reflective, with the reflected light measured by a second filter.
Advantageously, the reflective filter is either angled toward
the second filter or toward an additional reflective surface that
points to a second filter. Alternatively, reflective elements
may be integrated into the filter where such elements point to
a second filter or second reflective surface. In an embodiment,
the distance between the sensors may be modified to provide
optimal quality and quantity of distance data. For example,
with an extremely narrow depth of field, it may be necessary
to locate the sensors very close to each other in order to avoid
having the light hitting the sensors being focused so differ-
ently that it becomes difficult to correlate. Similarly, with a
wide depth of field, or with very distant objects, placing the
sensors further apart may be desirableto gain additional depth
data. In an embodiment, the distance between the sensors
may be adjusted automatically, manually, or continuously
based on data from the camera, the operator, or other sources.

Referring to FIG. 1, a camera assembly according to a dual
sensor embodiment is shown. A camera body 102 including a
housing holds a lens assembly 104 in an optical path (light
cone) 115 for photographing a subject 110. It should be
appreciated that the lens 104 typically includes several optical
elements and bends the light cone 115 including rays 112,114
in complex ways, but such features and effects are omitted
from FIG. 1 for illustrative simplicity. Similarly, typical com-
plexities of camera bodies are also omitted from the diagram.

A transmissive (e.g., semi-transparent) first sensor 106 and
non-transmissive second sensor 108 may be placed in line
with the path (light cone) 115 that light follows from the
subject 110 through the lens 104, so that a sufficient amount
of light is measured at the first sensor 106, and a sufficient
amount of light to measure at the second sensor 108 passes
through the first sensor 106 to the second sensor 108, where it
is measured. Groups of photons reflected from areas on the
subject 110 that are sufficiently similarly situated so as to be
indistinguishably distant from each other given the resolving
limitations of the optics in the lens 104 or the sensors 106, 108
follow what are, for practical purposes, identical paths. Two
illustrative photon paths or rays 112, 114 are shown. It should
be understood that multiple photons may be reflected or emit-
ted simultaneously from indistinguishably close areas on the
subject 110 and that the shutter or camera sensor discharge
function will almost certainly be too slow to prevent multiple
photons from being reflected at different times from the same
location. Light from a photon path 112 passes through the
lens 104 where it is focused onto the sensors 106, 108. The
lens 104 may be configured to achieve desired focus on one of
the sensors 106, 108, which may be considered the primary
sensor. To achieve sharp focus on both sensors 106, 108,
which may require a narrowing of the aperture in the lens 104,
one or more additional sensors (not shown) may be added so
that the focal point is set to a sensor located between at least
two other sensors 106, 108.

When the camera is configured properly for the photo-
graph, data is received from the sensors 106, 108 and pro-
vided to one or more processors 116. The one or more pro-
cessors 116 may generate image data and metadata as
described herein, and store the image data and metadata in a
memory 118. Using the ray 112 as an example, the photons
have travelled along a path 112 through the lens 104 which
focuses them onto one of the sensors 106, 108 or other focal
plane. Some of the photons are measured at the first sensor
106 and are recorded at a first interception point 120, while
others pass through the first sensor 106 to the second sensor
108 and are measured at a second interception point 122.
While in an embodiment the camera apparatus may avoid
additional optical manipulation of the photons between the
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sensors, such manipulation may be necessary or desirable for
various reasons, for example to filter out certain spectrum
portions or to artificially create a similar photon path as may
exist with greater or lesser than actual distance between the
sensors.

By comparing the qualities of the light measured at each of
the plurality of sensors and correlating the light measured at
each of'the sensors to determine which pixels on each sensor
are receiving light reflected from the same object in the field
of'view, one element of the technology is to enhance the focus
or other qualities of the photograph. Using the diagram, the
light reflected from a single point on an object along photon
path 112 falls on one intercept point 120 on the first sensor
106 and another intercept point 122 on the second sensor 108.
Software may be used to measure the contrast between adja-
cent pixels, the intensity, white point, color, and/or wave-
length of the light on the pixel, any or all of which may be used
in conjunction with analysis of light measured on other areas
of'the sensors. In this way, it can be determined that the light
falling on each of the intercept points 120, 122 originated at
the same source. By comparing the locations of the intercept
points 120, 122, advantageously also with the distance data
(generated as set forth herein), it is possible to determine the
path 112 that the light traveled to reach the sensors by ray
tracing.

Further, by comparing the light qualities at the intercept
points 120, 122 and surrounding pixels, advantageously in
light of aperture and focal point, and focal length data, the
technology may include comparing the relative sharpness of
the focus in light of the predicted sharpness of focus for
objects at various distances in order to determine distance of
the object reflecting the light. For example, if the first sensor
106 intercept point 120 shows a black line four pixels wide
with sharp margins surrounded by white, but the second sen-
sor 108 intercept point 122 shows a black line 4 pixels wide,
a gray margin 2 pixels wide, and then a white surrounding
area, the portion of the subject 110 represented by the light
traveling along the photon path 112 is in focus at the first
sensor’s intercept point 120 but out of focus by a measurable
amount at the second sensor’s intercept point 122. Because
the sensors are located at different distances along the photon
path 112, the one or more processors 116 can work backwards
from the focus data to determine distance to the subject 110.

Another implementation may include utilizing the differ-
ent focal data for the various intercept points reflecting light
falling along each of the photon paths in order to permit more
accurate noise reduction (for example, by removal of noise
that appears only on one of the plurality of sensors) or to
permit more accurate post-image-capture focus enhance-
ment. In one implementation, the amount of blurring that is
caused by an increase in the focal length by the distance
between two sensors 106, 108 can be utilized to differentiate
between an actual object in the photograph (which should not
be enhanced or sharpened) and a focal blur artifact, which
should be. The amount of sharpening should advantageously
be altered for various areas in the photograph to match the
amount of focal blur artifact detected in each area.

The present technology includes utilizing the depth data,
however gathered, to enhance or facilitate digital reconstruc-
tion of the image as it may have looked if captured by two
separate cameras (for example, a 3D camera with two lenses
set apart by a similar distance to human eyes). Some alterna-
tive embodiments may include providing two or more imag-
ing sensors and utilizing the data from the additional sensor or
sensors to generate the image from the second position. The
second sensor(s) need not have the same resolution, color
range, light sensitivity or other qualities; in such a case, data
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from at least the primary sensor can be utilized to enhance the
data from the secondary sensor.

In another variant, a plurality of sensors may be intention-
ally utilized with differing characteristics (either in terms of
sensor limitations or the settings used for the sensor for that
image). For example, a 3D camera with right and left lenses
and corresponding right and left sensors may have the right
sensor set to high light sensitivity (and thus high noise arti-
facts) and the left sensor set to low light sensitivity (and thus
low noise artifacts). The data from each sensor may beused to
enhance the data from the other, for example by identifying
and removing artifacts present in one but not the other, adding
back color data to the low light sensitivity image but present
in the higher light sensitivity image, or similar functions. This
is particularly useful in generating HDR, or high dynamic
range photographs. A variant useful in some situations, and
which provides a larger advantage over simply processing the
same raw data from a single sensor multiple times, is to vary
the aperture and/or shutter speed between the two photo-
graphs. While the resulting image may need to be corrected to
create or remove focal or motion blur to match the two
images, it may benefit from delivering different amounts of
light to each sensor. The sensors and lenses may also be
different sizes, so that a smaller lens pointing to a smaller first
sensor, optionally with the same number of pixels as the larger
lens pointing to the larger second sensor, will naturally deliver
more similar focal and speed characteristics than attempting
to use optics and speed to deliver the same image to identi-
cally sized sensors.

The foregoing examples and details may be embodied in
one or more methodologies performed by a digital camera
including an image sensor, processor and memory. Method-
ologies that may be implemented in accordance with the
disclosed subject matter will be better appreciated with ref-
erence to various flow charts, summarizing more detailed
aspects of the methodologies described above. Although
methodologies are shown and described as a series of acts/
blocks for simplicity of illustration, it is to be understood and
appreciated that the claimed subject matter is not limited by
the number or order of blocks, as some blocks may occur in
different orders and/or at substantially the same time with
other blocks from what is depicted and described herein.
Moreover, not all illustrated blocks may be required to imple-
ment methodologies described herein. It is to be appreciated
that functionality associated with blocks may be imple-
mented by software, hardware, a combination thereof or any
other suitable means (e.g., device, system, process, or com-
ponent). Additionally, it should be further appreciated that
methodologies disclosed throughout this specification are
capable of being stored as encoded instructions and/or data on
an article of manufacture, for example, a non-transitory com-
puter-readable medium, to facilitate storing, transporting and
transferring such methodologies to various devices. Those
skilled in the art will understand and appreciate that a method
may alternatively be represented as a series of interrelated
states or events, such as in a state diagram.

As shown in FIG. 2, a camera may be used to perform a
method 200 for simulating a large aperture lens. The method
200 may include capturing a photographic image data of a
scene using a camera having a lens set to a first aperture size.
At 204, concurrently with capturing the image, the camera
may capture photogrammetric range data pertaining to depth
of objects in a field of view of the camera. As used herein,
“concurrently” means simultaneously, or within a time win-
dow that is small enough to minimize uncontrolled changes in
the photographed scene (for example, less than one 1 milli-
second for still photographs, or less for action photographs).
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Various techniques for capturing photogrammetric range data
are described in the foregoing detailed description, and sum-
marized below in connection with FIGS. 3-9. A processor in
the camera, or a remote processor, may perform the element
206 of processing the photographic image data using the
photogrammetric range data to obtain second photographic
data simulating an image captured using a lens set to a second
aperture size, wherein the second aperture size is wider than
the first aperture size. Various processing algorithms for pro-
cessing the image data using the range data to obtain the
second photographic data are described in the detailed
description above. The processor may further perform the
operation 208 of storing the photographic image data (e.g., a
digital photo) associated with the measurement data in an
electronic memory.

With reference to FIGS. 3-9, several additional operations
300-900 are summarized for capturing photogrammetric
range data, which may be performed by the camera apparatus,
alone or in cooperation with one or more auxiliary sensor or
device. One or more of operations 300-900 may optionally be
performed as part of method 200. The elements 300-900 may
be performed in any operative order, or may be encompassed
by a development algorithm without requiring a particular
chronological order of performance. Operations can be inde-
pendently performed and are not mutually exclusive. There-
fore any one of such operations may be performed regardless
of whether another downstream or upstream operation is
performed. For example, if the method 200 includes at least
one of the operations 300-900, then the method 200 may
terminate after the at least one operation, without necessarily
having to include any subsequent downstream operation(s)
that may be illustrated.

In an aspect, the method 200 may include the additional
operations 300 for capturing photogrammetric range data, as
shown in FIG. 3. The method 200 may include, at 302, illu-
minating the scene using a narrow-band light adjacent to the
lens, and measuring intensity of narrowband light reflected
from objects in the scene. The method may further include, at
304, illuminating the scene with multiple narrow-band lights
spaced at different frequency bands, and measuring intensity
of reflected light for each frequency band.

In an aspect, the method 200 may include the additional
operation 400 for capturing photogrammetric range data, as
shown in FIG. 4. The method 200 may include, at 400, using
atleast one additional image-capturing component coupled to
the camera to capture stereo photogrammetric data. For
example, a specialized flash unit and/or narrow-band emitter
may be coupled to the camera to generate a range-finding
signal.

In connection with using a range-finding signal, the
method 200 may include the additional operation 500 for
capturing photogrammetric range data, as shown in FIG. 5.
The method 200 may include, at 500, measuring time
between emission of a signal from the camera and detection
of'a signal reflection at the camera. The signal reflection may
be identified by being of a particular narrow-band frequency
that is not generally present in the lighting environment,
including, for example an ultraviolet, infrared, high-fre-
quency sound, or other reflection.

In an aspect, the method 200 may include the additional
operation 600 for capturing photogrammetric range data, as
shown in FIG. 6. The method 200 may include, capturing
additional photographs using an aperture wider than the first
aperture and different focal points. The photographs may be
captured in very rapid succession so as to minimize changes
due to movement of the subject or changes in the lighting
environment. If the operation 500 is used, this may require a
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wider-aperture lens and negate the advantages of using a
small-aperture lens. However, the benefits of adjusting a focal
point in post-processing anytime after an image is copied are
retained.

In another alternative, the method 200 may include the
additional operation 700 for capturing photogrammetric
range data, as shown in FIG. 7. The method 200 may include,
at 700, illuminating the scene using a light source that spreads
a known spectrum in a defined pattern. For example, a light
source with a prism might emit light from 350 nm to 399 nm,
but the prism, and in some implementations a focusing
device, may deliver the light in a fixed pattern so that the light
is spread in a predictable way across the field. Further details
are provided in the detailed description above.

In another alternative, the method 200 may include the
additional operation 800 for capturing photogrammetric
range data, as shown in FIG. 8. The method 200 may include
using a dual shutter trigger to capture separate photographs.
In this technique, the shutter triggers once for the actual
photograph and immediately before or after for a photograph
reserved for measuring distance. Optionally, a low pass or
other filter may be deployed for one or both exposures. Fur-
ther details are provided in the description above.

In an aspect, the method 200 may include the additional
operation 900 for capturing photogrammetric range data, as
shown in FIG. 9. The method may include, at 900, using the
lens in combination with a sensor array configured to detect
photogrammetric measurement light at two or more defined
points in a light path from photographed object to an image
sensor of the camera. This may include the use of dual image
sensors, for example as described above in connection with
FIG. 1. Alternative sensor arrangements for detecting photo-
grammetric measurement light used for range finding may
also be used.

With reference to FIG. 10, there is provided an exemplary
apparatus 1000 that may be configured as digital camera, for
capturing image data in a manner enabling post-processing to
simulate a large aperture lens. The apparatus 1000 may
include functional blocks that can represent functions imple-
mented by a processor, software, or combination thereof (e.g.,
firmware).

As illustrated, in one embodiment, the apparatus 1000 may
include an electrical component or means 1014 for capturing
a photographic image data of a scene using a camera having
alens set to a first aperture size, coupled with or embodied in
a memory 1004. For example, the electrical component or
means 1002 may include at least one control processor 1002
coupled to a memory component 1004. The control processor
may operate an algorithm, which may be held as program
instructions in the memory component. The algorithm may
include, for example, focusing a lens mechanism, recording
an aperture setting, triggering operation of a shutter mecha-
nism, and recording data from an image sensor.

The apparatus 1000 may further include an electrical com-
ponent or module 1016 for, concurrently with capturing the
image, capturing photogrammetric range data pertaining to
depth of objects in a field of view of the camera. For example,
the electrical component or means 1016 may include at least
one control processor 1002 coupled to the memory compo-
nent 1004. The control processor may operate an algorithm,
which may be held as program instructions in the memory
component. The algorithm may include, for example, any of
the more detailed algorithms summarized in connection with
FIGS. 3-9, or described elsewhere herein.

The apparatus 1000 may further include an electrical com-
ponent or module 1016 for processing the photographic
image data using the photogrammetric range data to obtain
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second photographic data simulating an image captured using
a lens set to a second aperture size, wherein the second aper-
ture size is wider than the first aperture size. For example, the
electrical component or means 1016 may include at least one
control processor 1002 coupled to the memory component
1004. The control processor may operate an algorithm, which
may be held as program instructions in the memory compo-
nent. The algorithm may include, for example, tracing light
rays measured by an apparatus as shown in FIG. 1 to deter-
mine how the image should appear for one or more focus
points, if the image had been collected via a wider aperture
lens, thereby adding bokeh not present in the original image.
In an alternative, bokeh may be added to an image gathered
using a small aperture lens, for example, by defining a focal
plane based on a based on virtual camera setting (e.g., includ-
ing aperture size), determining which pixels are in the focal
plane, and blurring pixels that are out of the focal plane in an
amount proportional to the distance from the focal plane. This
may simulate bokeh without requiring sophisticated ray trac-
ing, which may be too computationally intensive.

The apparatus 1000 may include similar electrical compo-
nents for performing any or all of the additional operations
300-900 described in connection with FIGS. 3-9, which for
illustrative simplicity are not shown in FIG. 10.

In related aspects, the apparatus 1000 may optionally
include a processor component 1002 having at least one pro-
cessor, in the case of the apparatus 1000 configured as a video
processing apparatus, alone or in combination with a client
device. The processor 1002, in such case may be in operative
communication with the components 1014-1018 or similar
components via a bus 1012 or similar communication cou-
pling. The processor 1002 may effect initiation and schedul-
ing of the processes or functions performed by electrical
components 1014-1018.

In further related aspects, the apparatus 1000 may include
sensor component 1006 for measuring photogrammetric
range information or an image collected using a small aper-
ture lens. The apparatus may include an input-output device
1008, for example, a touchscreen or keypad for receiving user
input and displaying a user interface and captured photo-
graphs. The apparatus 1000 may optionally include a separate
component for storing images, such as, for example, a
memory card, non-transitory computer-readable medium or
other non-volatile data storage component 1010. The com-
puter readable medium or the memory component 1010 may
be operatively coupled to the other components of the appa-
ratus 1000 via the bus 1012 or the like. The memory compo-
nents 1004 and/or 1010 may be adapted to store computer
readable instructions and data for implementing the processes
and behavior of the components 1014-1018, and subcompo-
nents thereof, or the processor 1002, or the methods disclosed
herein. The memory components 1004 and/or 1010 may
retain instructions for executing functions associated with the
components 1014-1018. While shown as being internal to the
memory 1004, it is to be understood that the components
1014-1018 can exist external to the memory 1004. The appa-
ratus may include other components commonly included in
digital cameras or other electronic devices (e.g., smart-
phones, notepad computers, etc.) that include a camera func-
tion.

The steps of amethod or algorithm described in connection
with the disclosure herein may be embodied directly in hard-
ware, in a software module executed by a processor, or in a
combination of the two. A software module may reside in
RAM memory, flash memory, ROM memory, EPROM
memory, EEPROM memory, registers, hard disk, a remov-
able disk, a CD-ROM, or any other form of storage medium
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known in the art. An exemplary storage medium is coupled to
the processor such that the processor can read information
from, and write information to, the storage medium. In the
alternative, the storage medium may be integral to the pro-
Ccessor.

In one or more exemplary designs, the functions described
may be implemented in hardware, software, firmware, or any
combination thereof. If implemented in software, the func-
tions may be stored on or transmitted over as one or more
instructions or code on a non-transitory computer-readable
medium. Computer-readable media may includes both com-
puter storage media and non-transitory communication
media including any medium that facilitates transfer of a
computer program from one place to another. A storage media
may be any available media that can be accessed by a general
purpose or special purpose computer. By way of example, and
not limitation, such non-transitory computer-readable media
can comprise RAM, ROM, EEPROM, CD-ROM or other
optical disk storage, magnetic disk storage or other magnetic
storage devices, or any other medium that can be used to carry
or store desired program code means in the form of instruc-
tions or data structures and that can be accessed by a general-
purpose or special-purpose computer, or a general-purpose or
special-purpose processor.

The previous description of the disclosed embodiments is
provided to enable any person skilled in the art to make or use
the embodiments disclosed. Various modifications to these
embodiments will be readily apparent to those skilled in the
art, and the generic principles defined herein may be applied
to other embodiments without departing from the spirit or
scope of the disclosure. Thus, the present disclosure is not
intended to be limited to the embodiments shown herein but is
to be accorded the widest scope consistent with the principles
and novel features disclosed herein.

What is claimed is:
1. A method, comprising:
capturing a photographic image data of a scene using a
camera having a lens set to a first aperture size;

concurrently with capturing the image, capturing photo-
grammetric range data pertaining to depth of objects in a
field of view of the camera, comprising illuminating the
scene using multiple narrow-band lights spaced at dif-
ferent frequency bands including at least one narrow-
band light adjacent to the lens, and measuring intensity
of narrowband light reflected from objects in the scene
for each frequency band; and

processing the photographic image data using the photo-

grammetric range data to obtain second photographic
data simulating an image captured using a lens set to a
second aperture size, wherein the second aperture size is
wider than the first aperture size.

2. The method of claim 1, further comprising storing the
photographic image data associated with the measurement
data in an electronic memory.

3. The method of claim 1, wherein capturing the photo-
grammetric range data further comprises using at least one
additional image-capturing component coupled to the camera
to capture stereo photogrammetric data.

4. The method of claim 1, wherein capturing the photo-
grammetric range data further comprises measuring time
between emission of a signal from the camera and detection
of a signal reflection at the camera.

5. The method of claim 1, wherein capturing the photo-
grammetric range data further comprises capturing additional
photographs using an aperture wider than the first aperture
and different focal points.
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6. The method of claim 1, wherein capturing the photo-
grammetric range data further comprises illuminating the
scene using a light source that spreads a known spectrum in a
defined pattern.
7. The method of claim 1, wherein capturing the photo-
grammetric range data further comprises using a dual shutter
trigger to capture separate photographs.
8. The method of claim 1, wherein capturing the photo-
grammetric range data further comprises using the lens in
combination with a sensor array configured to detect photo-
grammetric measurement light at two or more defined points
in a light path from photographed object to an image sensor of
the camera.
9. A camera apparatus comprising a processor and a
memory coupled to the processor; wherein the memory holds
program instructions, that when executed by the processor,
causes the apparatus to perform:
capturing a photographic image data of a scene using a
camera having a lens set to a first aperture size;

concurrently with capturing the image, capturing photo-
grammetric range data pertaining to depth of objects in a
field of view of the camera, including illuminating the
scene using multiple narrow-band lights spaced at dif-
ferent frequency bands including at least one narrow-
band light adjacent to the lens, and measuring intensity
of narrowband light reflected from objects in the scene
for each frequency band; and

processing the photographic image data using the photo-

grammetric range data to obtain second photographic
data simulating an image captured using a lens set to a
second aperture size, wherein the second aperture size is
wider than the first aperture size.
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10. The apparatus of claim 9, wherein the program instruc-
tions are further configured for storing the photographic
image data associated with the measurement data in an elec-
tronic memory.

11. The apparatus of claim 9, wherein the program instruc-
tions are further configured for capturing the photogrammet-
ric range data by using at least one additional image-captur-
ing component coupled to the camera to capture stereo
photogrammetric data.

12. The apparatus of claim 9, wherein the program instruc-
tions are further configured for capturing the photogrammet-
ric range data by measuring time between emission ofa signal
from the camera and detection of a signal reflection at the
camera.

13. The apparatus of claim 9, wherein the program instruc-
tions are further configured for capturing the photogrammet-
ric range data by capturing additional photographs using an
aperture wider than the first aperture and different focal
points.

14. The apparatus of claim 9, wherein the program instruc-
tions are further configured for capturing the photogrammet-
ric range data by illuminating the scene using a light source
that spreads a known spectrum in a defined pattern.

15. The apparatus of claim 9, wherein the program instruc-
tions are further configured for capturing the photogrammet-
ric range data by using a dual shutter trigger to capture sepa-
rate photographs.

16. The apparatus of claim 9, wherein the program instruc-
tions are further configured for capturing the photogrammet-
ric range data by using the lens in combination with a sensor
array configured to detect photogrammetric measurement
light at two or more defined points in a light path from pho-
tographed object to an image sensor of the camera.
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