
(12) United States Patent 
Shuster 

US008978121B2 

US 8,978,121 B2 
b4ar.10,2015 

(10) Patent N0.: 
(45) Date of Patent: 

(54) 

(71) 

(72) 

(*) 

(21) 

(22) 

(65) 

(60) 

(51) 

(52) 

(58) 

COGNITIVE-BASED CAPTCHA SYSTEM 

Applicant: Gary Stephen Shuster, Fresno, CA 
(Us) 

Inventor: Gary Stephen Shuster, Fresno, CA 
(Us) 

Notice: Subject to any disclaimer, the term of this 
patent is extended or adjusted under 35 
U.S.C. 154(b) by 0 days. 

Appl. No.: 14/147,253 

Filed: Jan. 3, 2014 

Prior Publication Data 

US 2014/0196133 A1 Jul. 10,2014 

Related US. Application Data 

Provisional application No. 61/749,185, ?led on Jan. 
4, 2013. 

Int. Cl. 

H04L 29/06 (2006.01) 
G06F 21/31 (2013.01) 
US. Cl. 
CPC ............ .. H04L 63/08 (2013.01); H04L 63/126 

(2013.01); G06F 21/316 (2013.01) 
USPC .................................... .. 726/7; 726/4; 726/21 

Field of Classi?cation Search 
CPC .............. .. G06F 2221/2103; G06F 2221/2133; 

G06F 21/36; G06F 21/31; G06F 17/30247; 
G06F 21/00; G06F 21/46; H04L 63/08; 

H04L 63/126 
USPC ............... .. 713/156,168,170,182,186,189; 

726/4, 7, 21 
See application ?le for complete search history. 

(56) References Cited 

U.S. PATENT DOCUMENTS 

7,945,952 
2007/0192849 
2008/0049939 
2008/0263636 
2009/0319270 
2009/0319274 
2010/0251388 
2011/0081640 
2011/0191820 
2011/0292031 
2012/0023549 
2012/0192266 
2012/0210393 
2012/0323700 

5/2011 
8/2007 
2/2008 
10/2008 
12/2009 
12/2009 
9/2010 
4/2011 
8/2011 

12/2011 
1/2012 
7/2012 

Behforooz .................... .. 726/ 22 

Golle et al. 
Canetti et a1. ............... .. 380/277 

Gusler et al. ..... .. 726/4 

Gross .......................... .. 704/246 

Gross 
Dorfman 
Tseng et al. 
Ivey 
Zhu et al. .................... .. 345/419 

Chen et al. ...................... .. 726/2 

Kruger et al. 
A1 8/2012 Yamahara 
A1 12/2012 Aleksandrovich et a1. 
OTHER PUBLICATIONS 

“Character,” Microsoft Computer Dictionary, Microsoft Corpora 
tion, 2003, 1 page.* 
Con?dent CAPT CHAjImage-based CAPT CHA by Con?dent Tech 
nologies, Jun. 22, 2010, https://drupal.0rg/pr0ject/con?denti 
captcha. 
ReCAPTCHA: Stop Spam, Read Books, 2014, https://WWW.g00gle. 
com/recaptcha. 

* cited by examiner 

Primary Examiner * Chau Lee 

(74) Attorney, Agent, or Firm * Knobbe, Martens, Olson & 
Bear, LLP 

(57) ABSTRACT 
Systems and methods for verifying human users through 
cognitive processes that computers cannot imitate are 
described herein. Human cognitive language processing tech 
niques may be used to verify human users. Visual patterns and 
tests may be used to distinguish between humans and com 
puters because computer-based visual recognition is funda 
mentally different from human visual processing. Persistent 
plugins and tests may be used to continuously verify human 
users. 
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COGNITIVE-BASED CAPTCHA SYSTEM 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

Any and all applications for which a foreign or domestic 
priority claim is identi?ed in the Application Data Sheet as 
?led with the present application are hereby incorporated by 
reference under 37 CFR 1.57. 

In particular, this application claims bene?t of US. Provi 
sional Patent Application Ser. No. 61/749,185 ?led Jan. 4, 
2013, which is hereby incorporated by reference in its 
entirety. 

This application is related to but does not claim priority 
from US. Pat. No. 6,895,236 entitled “Method for Verifying 
Geographical Location of Wide Area Network Users” ?led 
Aug. 23, 2001, which is hereby incorporated by reference in 
its entirety and referred to herein as the “Location reference.” 

BACKGROUND 

In the area of computer-based platforms, reverse Turing 
tests may be used to tell humans and computers apart. 

SUMMARY 

The systems, methods, techniques, and devices described 
herein each have several aspects, no single one of which is 
solely responsible for its desirable attributes. Without limit 
ing the scope of this disclosure, several non-limiting features 
will now be discussed brie?y. 

In some embodiments, a computer system con?gured to 
validate language CAPTCHAs comprises one or more hard 
ware processors programmed via executable code instruc 
tions. When executed, the executable code instructions may 
cause the computer system to implement a CAPTCHA gen 
erator. The CAPTCHA generator may be con?gured to deter 
mine a phrase of words. The CAPTCHA generator may fur 
ther be con?gured to determine one or more spelling and/or 
grammatical errors to insert into respective words of the 
phrase. The CAPTCHA generator may further be con?gured 
to generate a language CAPTCHA comprising the phrase of 
words including the determined one or more errors. The one 

or more errors may be con?gured for human perception of the 
phrase of words based on the language CAPTCHA notwith 
standing inclusion of the one or more errors in the language 
CAPTCHA. When further executed, the executable code 
instructions may cause the computer system to implement a 
human validator. The human validator may be con?gured to 
receive user input data associated with the language 
CAPTCHA. The human validator may be further con?gured 
to compare the user input data to the phrase of words. The 
human validator may be further con?gured to determine 
whether the user input data was provided by a human based 
on said comparison. 

In some embodiments, a computer system con?gured to 
validate heteronym CAPTCHAs comprises one or more hard 
ware processors programmed via executable code instruc 
tions. When executed, the executable code instructions may 
cause the computer system to implement a CAPTCHA gen 
erator. The CAPTCHA generator may be con?gured to deter 
mine a phrase of words. The phrase of words when perceived 
together may comprise one or more meanings associated with 
the phrase of words that assist human perception of the phrase 
of words. The phrase of words may further comprise one or 
more heteronyms based on the one or more meanings asso 

ciated with the phrase of words. The CAPTCHA generator 
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2 
may further be con?gured to generate a heteronym 
CAPTCHA comprising the phrase of words including the one 
or more heteronyms. The one or more heteronyms may be 

con?gured for human perception based on the one or more 
meanings associated with the phrase of words. When further 
executed, the executable code instructions may cause the 
computer system to implement a human validator. The human 
validator may be con?gured to receive user input data asso 
ciated with the heteronym CAPTCHA. The human validator 
may be further con?gured to compare the user input data to 
two or more de?nitions corresponding to the one or more 

respective heteronyms. The human validator may be further 
con?gured to determine whether the user input data was 
provided by a human based on said comparison. 

In some embodiments, a computer system con?gured to 
validate visual CAPTCHAs comprises one or more hardware 
processors programmed via executable code instructions. 
When executed, the executable code instructions may cause 
the computer system to implement a CAPTCHA generator. 
The CAPTCHA generator may be con?gured to generate a 
visual CAPTCHA comprising a visual pattern con?gured to 
be perceived as including a ?rst object and/or action by a 
human user viewing the visual pattern. An automated com 
puter system analyZing the visual pattern may not identify the 
?rst object and/ or action. When further executed, the execut 
able code instructions may cause the computer system to 
implement a human validator. The human validator may be 
con?gured to receive user input data associated with the 
visual CAPTCHA. The human validator may be further con 
?gured to compare the user input data to the ?rst object and/or 
action. The human validator may be further con?gured to 
determine whether the user input data was provided by a 
human based on said comparison. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Certain aspects of the disclosure will become more readily 
appreciated as those aspects become better understood by 
reference to the following detailed description, when taken in 
conjunction with the accompanying drawings. 

FIG. 1 is a block diagram illustrating an example 
CAPTCHA system, according to some embodiments of the 
present disclosure. 

FIG. 2A illustrates an example cognitive CAPTCHA, 
according to some embodiments of the present disclosure. 

FIG. 2B illustrates a website comprising an example cog 
nitive CAPTCHA, according to some embodiments of the 
present disclosure. 

FIG. 2C illustrates an example cognitive CAPTCHA com 
prising a written heteronym, according to some embodiments 
of the present disclosure. 

FIG. 3A illustrates an example cognitive CAPTCHA com 
prising a moire pattern test, according to some embodiments 
of the present disclosure. 

FIG. 3B illustrates an example cognitive CAPTCHA com 
prising a moire pattern, according to some embodiments of 
the present disclosure. 

FIG. 3C illustrates an example cognitive CAPTCHA com 
prising an alternative moire pattern test, according to some 
embodiments of the present disclosure. 

FIG. 3D illustrates example data comprising a moire pat 
tern of a cognitive CAPTCHA, according to some embodi 
ments of the present disclosure. 

FIG. 4A illustrates an example website comprising an 
example cognitive CAPTCHA comprising a moire pattern, 
according to some embodiments of the present disclosure. 



US 8,978,121 B2 
3 

FIG. 4B illustrates an example website comprising an 
example cognitive CAPTCHA after some time has elapsed, 
according to some embodiments of the present disclosure. 

FIG. 4C illustrates an example website comprising an 
example cognitive CAPTCHA comprising a moire pattern 
after further user interaction, according to some embodi 
ments of the present disclosure. 

FIG. 5A illustrates an example cognitive CAPTCHA com 
prising a rorschach pattern, according to some embodiments 
of the present disclosure. 

FIG. 5B illustrates an example cognitive reCAPTCHA 
comprising rorschach patterns, according to some embodi 
ments of the present disclosure. 

FIG. 5C illustrates an example cognitive CAPTCHA com 
prising a visual persistence pattern, according to some 
embodiments of the present disclosure. 

FIG. 5D illustrates an example cognitive CAPTCHA com 
prising a visual persistence pattern after the elapse of some 
time, according to some embodiments of the present disclo 
sure. 

FIG. 6 is a block diagram illustrating an example 
CAPTCHA system with which various methods and systems 
discussed herein may be implemented. 

DETAILED DESCRIPTION 

Reverse Turing tests may be used to tell humans and com 
puters apart. A type of reverse Turing test is the Completely 
Automated Public Turing test to tell Computers and Humans 
Apart (“CAPTCHA”). CAPTCHA may be a mechanism 
whereby a computer issues a test to elicit an answer from an 
end user that enables the computer to determine whether the 
end user is a human. For example, a CAPTCHA may display 
text as a graphic, which may be partially obscured and/or 
distorted, and require the end user to respond with text char 
acters. In another example, a CAPTCHA may display known 
and unknown graphic words simultaneously. If the end user 
successfully identi?es the known word, the end user’ s answer 
for the unknown word may be used by the CAPTCHA system 
to “solve” the unknown word. The technique for solving for 
unknown tests through end user input will be referred to 
herein as “reCAPTCHA.” 

In addition to mechanisms designed to elicit and use one or 
more answers based on partially obscured and/or distorted 
graphic text, disclosed herein are systems, methods, tech 
niques, and devices for CAPTCHAs that take advantage of 
various human cognitive processes that computers cannot 
accurately imitate. The terms “cognitive CAPTCHA” and/or 
“cognitive reCAPTCHA” will be used within the disclosure 
herein and further illustrated below to collectively refer to 
improved CAPTCHAs and reCAPTCHAs that exploit vari 
ous human cognitive processes that computers cannot accu 
rately imitate. Using the methods and systems disclosed 
herein, e?icient, robust, scalable, and/or accurate test results 
may be achieved for distinguishing between humans and 
machines. While some examples herein refer to the English 
language, the systems and methods are applicable to humans 
that speak and/ or understand other languages. 
Example Cognitive CAPTCHAs 

FIG. 1 illustrates a CAPTCHA system, according to some 
embodiments of the present disclosure. In the example 
embodiment of FIG. 1, the CAPTCHA environment 190 
comprises a network 160 (including network 160A and net 
work 160B), a CAPTCHA system 100, a user computing 
device 102, and a third party web server 110. Various com 
munications between these devices are illustrated. 
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4 
For example, the communication of a website request 112, 

a CAPTCHA plugin 114, a CAPTCHA request and/or data 
116, user interaction data 118, and a validation request and/or 
response 120 are illustrated in various actions 1-5 that are 
illustrated in the circled numbers in FIG. 1. In this embodi 
ment, the CAPTCHA system 100 includes a CAPTCHA 
generator 104, a CAPTCHA storage device 106, and a human 
validator 108, each of which is described in further detail 
below. 
As shown in FIG. 1, at action one, the website request 112 

is transmitted from the user computing device 102 to the third 
party web server 110 through the network 160. The website 
requested may be any website for which the operator/ owner 
has implemented a CAPTCHA mechanism. 
At action two, the third party web server 110 may transmit 

the CAPTCHA plugin 114 to the user computing device 102 
through the network 160. The CAPTCHA plugin 114 may be 
sent with website data, which may have been in response to 
the website request 112. In some embodiments, the 
CAPTCHA plugin 114 may comprise source code instruc 
tions, data, and/ or markup instructions, such as, but not lim 
ited to, JavaScript, XML, I SON, Hypertext Markup Lan 
guage (“HTML”), and/ or some combination thereof. For 
example, the CAPTCHA plugin 114, may be in a format such 
that web servers, similar to the third party web server 110, 
may embed the CAPTCHA plugin 114 in their websites and/ 
or web applications without major alterations and/or modi? 
cations to their existing architectures. FIG. 2B illustrates an 
example cognitive CAPTCHA in a web site. The web site view 
250 may correspond to the display of the website data with the 
CAPTCHA plugin 114 by a web browser. 
At action three, there may be transmission of the 

CAPTCHA request and/or data 116 between the user com 
puting device 102 and the CAPTCHA system 100 and/or the 
CAPTCHA generator 104 through the network 160. FIG. 2A 
illustrates an example cognitive CAPTCHA. The loading 
and/or execution of the CAPTCHA plugin 114 of FIG. 1 by a 
web browser, application, and/or other device may result in 
the display of the cognitive CAPTCHA 200 of FIG. 2A. 
Speci?cally, the loading and/ or execution of the CAPTCHA 
plugin 114 may cause the user computing device 102 to 
transmit the CAPTCHA request 116. As a result, data com 
prising the text 202 of FIG. 2A, “We holld thee-se tru7ths to 
be slef-evidantt, that all men are cre8ted evil, that they are 
endowned by there Crator with cretin unalienable Lefts, that 
among thease are Life, Library and the pursuit of Hapyness,” 
may be transmitted by the CAPTCHA system 100 and/or the 
CAPTCHA generator 104 in response to CAPTCHA request 
116 of FIG. 1 (either directly from the CAPTCHA system 100 
to the user computing divide 102, or from the CAPTCHA 
system 100 to the user computing device 102 via the third 
party Web server 110). The data comprising the text 202 of 
FIG. 2A may correspond to the CAPTCHA data 116 of FIG. 
1. The CAPTCHA generator 104 may retrieve the 
CAPTCHA data 116 from the CAPTCHA storage device 
106. 
At action four, the end user may interact with the 

CAPTCHA to transmit the user interaction data 118 to the 
third party web server through the network 1 60. For example, 
the end user may interact with the cognitive CAPTCHA 200 
of FIG. 2A. As illustrated in FIG. 2A, the end user may 
interpret and/or read the text 202. The end user may then 
follow the instructions 204 to “[t]ype or speak the phrase with 
spelling and/or grammar corrections.” For example, the end 
user may type the phrase into the text box 206 and then click 
and/or press the submit button 210, which may cause the 
transmission of the user interaction data 118 of FIG. 1. The 



US 8,978,121 B2 
5 

end user may also press and/or click the microphone icon 208 
to speak the phrase into an input device of the user computing 
device, which may also cause the transmission of the user 
interaction data 118 of FIG. 1. In some embodiments, the 
cognitive CAPTCHA 200 may comprise a refresh button 212, 
such that if an end user clicks and/or presses the refresh 
button, the text and/or content 202 refreshes and/ or changes. 
The end user may refresh the content of a cognitive 
CAPTCHA because the end user may ?nd the content too 
dif?cult to interpret, read, understand, and/ or solve. After 
several attempts, which may be con?gurable, the end user 
may be prohibited from refreshing the CAPTCHA to prevent 
against robots, computing devices, and/or machines from 
determining a correct answer to a cognitive CAPTCHA. 

While some examples of cognitive CAPTCHAs in this 
disclosure may be limited to English, the techniques, systems, 
methods, and devices disclosed herein may be applicable to 
humans that speak languages other than English because 
human cognitive processing remains similar across lan 
guages, cultures, and/or nationalities. Furthermore, some 
examples of this disclosure may refer to one or more 
“humans,” and it may be assumed that the human has limited 
to native pro?ciency with the English language. Although, as 
previously mentioned, cognitive CAPTCHAs may apply 
broadly to human cognitive abilities and is not limited to any 
language. Furthermore, the term “human” as used within this 
disclosure may refer to an animal, because the cognitive 
processing by a human and/ or animal differs from machine 
and/ or computer processing. 

The content of a cognitive CAPTCHA may distinguish 
between a human and a machine because human processing, 
interpretation, and/or perception occurs differs from com 
puter and/or machine data processing. For example, human 
processing, interpretation, and/or perception may success 
fully understand words where the ?rst and/ or last letters are in 
the correct place, regardless of the order of the other letters in 
a word. Additional cues, such as the presence of other words 
in a sentence, the context of a word and/or sentence, seman 
tics of the phrase and/or sentence when perceived together 
and/or as a whole, meaning of the words and/or sentence 
when perceived together and/or as a whole, word length, 
and/ or any other human perception factors may further ease 
human processing. The meaning of a phrase and/or sentence 
may assist in successfully understanding the phrase and/or 
sentence by a human when there are errors because the mean 
ing of the words of the phrase and/or sentence together, com 
bined, and/ or as a whole has additional meaning beyond the 
words individually. The content of a cognitive CAPTCHA 
may comprise the sentence, wholly or partially: “Four sorce 
and sveen years ago our faethrs bruohgt frtoh on this cotni 
nent, a new naiton, cncievoed in Lrebirty, and ddeitaced to the 
prpsooitoin that all men are ceraetd euqal.” Due to human 
cognitive processing, most humans may be able to read the 
correct spelling of the words standing alone from the preced 
ing quoted sentence. Furthermore, most humans may be able 
to read the words when placed in a phrase and/or sentence. 
For example, the above quoted sentence corresponds to the 
beginning of the Gettysburg Address, which may be a speech 
that many humans are familiar with. Thus, the meaning of the 
words from the Gettysburg Address together and/or com 
bined has meaning beyond the individual words themselves 
that may assist in human interpretation and/or perception of 
the words. However, machines and/or computers may not 
possess knowledge in the same way that a human understands 
and/or has knowledge about the Gettysburg address and/or 
American history generally. Therefore, the human cognitive 
processing which may occur by a human to interpret mis 
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6 
spelled words alone or in a sentence with context may be 
difficult for a machine to process and/or interpret. 
The content 202 of the cognitive CAPTCHA 200 illustrates 

other aspects of human cognitive processing that may distin 
gui sh humans from machines. Human processing may be able 
to compensate for additional, missing, and/ or substituted let 
ters or symbols. For example, content 202 may comprise the 
text: “We holld thee-se tru7ths to be slef-evidantt, that all men 
are cre8ted evil, that they are endowned by there Crator with 
cretin unalienable Lefts.” While the correct spelling may be 
“We hold these truths to be self-evident, that all men are 
created equal, that they are endowed by their Creator with 
certain unalienable Rights,” similar to the human cognitive 
processing that was able to process words and/or sentences 
with misplaced letters, human cognitive processing may be 
able to correctly interpret the words and/or phrase from the 
content 202. Similar to the dif?culty a machine may have in 
interpreting the misplaced letters of words whether in a sen 
tence or alone, it may be difficult for a machine to interpret 
content 202. Therefore, the addition, lack of, and/or substi 
tuted letters or symbols, may be used as part of a cognitive 
CAPTCHA test to distinguish between humans and 
machines. 

In some embodiments, the cognitive CAPTCHA and/ or the 
CAPTCHA system may be deployed in a manner that reduces 
the effectiveness of systems and devices designed to distrib 
ute CAPTCHA problems to outsourced CAPTCHA solving 
centers. For example, an automated data scraping system may 
encounter a CAPTCHA, do a screen capture, send the 
CAPTCHA to the screen of a worker in a center located in 
BraZil, and resume data scraping after the human in BraZil has 
solved the CAPTCHA. In some embodiments, by tying the 
cognitive CAPTCHA to linguistic, cultural, regional, and/or 
other characteristics of the intended end users of the 
CAPTCHA system, automated mechanisms that incorporate 
distributed human CAPTCHA solving are rendered ineffec 
tive or less effective. Taking the example further, if the auto 
mated data scraping system were attacking a site housing 
archives of California newspapers written in English, setting 
the CAPTCHAs to include a strong bias in favor of high 
competence English speakers and/or those with cultural/his 
torical knowledge of California and/or the United States 
would strongly limit the options for outsourcing of human 
CAPTCHA cracking. The examples illustrated herein also 
contemplate the countermeasures taken by a system against 
such a bias, for example, evaluating the language and/or 
cultural/historical bias of the CAPTCHAs and sending them 
for solution to persons with appropriate skills and/or back 
ground. 

In some embodiments, homonyms and/or homophones 
may be used for the content of a cognitive CAPTCHA. For 
example, the text content 202 includes the word “there” 230, 
which is a homonym for the correct word “their” in that 
phrase’s context. In another example, the content may com 
prise the text, “he came at me with an acts,” and the 
CAPTCHA test may ask the end user to correctly spell the 
phrase and/or sentence. “Acts” and “axe” are homonyms. 
Therefore, a human end user may be able to determine the 
correct answer and/ or replace “acts” with “axe” because the 
words sound similar, which may be dif?cult for a machine to 
determine. In some embodiments, the end user may be asked 
to identify the incorrect homonym and/ or homophone within 
a phrase and/or sentence. For example, the text may comprise, 
“the pair tasted sweet going past his pallet,” where “pair” 
(instead of “pear”) and “pallet” (instead of “palate”) were 
incorrect, whereas “past,” which has the homophone 
“passed,” was correct). Such distinctions may be difficult to 






















